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A B S T R A C T   

Indonesia recently implemented a novel, technology-driven approach for conducting agricultural production 
surveys, which involves monthly observations at many thousands of strategic locations and automated data 
logging via a cellular phone application. Data from these comprehensive field surveys offer immense value for 
advancing remote sensing technology to map crop production across Indonesia, particularly through the 
development of machine learning approaches to relate survey data with satellite imagery. The objective of this 
study was to compare different machine learning scenarios for classifying and mapping the temporal progression 
of paddy rice production stages across West Java, Indonesia using synthetic aperture radar (SAR) and optical 
remote sensing data from Sentinel-1 and Sentinel-2 satellites. Monthly paddy rice survey data at 21,696 locations 
across West Java from November 2018 through April 2019 were used for model training and testing. Five classes 
related to rice production stage or other field conditions were defined, including rice at tillering, heading, and 
harvest stages, rice fields with little to no vegetation present, and non-rice areas. A recurrent neural network 
(RNN) with long short term memory (LSTM) nodes provided optimal performance with classification accuracies 
of 79.6% and 75.9% for model training and testing, respectively, and reduced computational effort. Other ap
proaches that incorporated a convolutional neural network (CNN) either reduced classification accuracy or 
increased computational effort. Deep machine learning methods (RNN and CNN) generally outperformed other 
non-deep classifiers, which achieved up to 63.3% accuracy for model testing. Classification accuracies were 
optimized by inputting two Sentinel-1 channels (VH and VV polarizations) and ten Sentinel-2 channels. Temporal 
patterns of paddy rice production stages were consistent between the monthly ground-based agricultural survey 
data and 10-m, satellite-based rice classification maps obtained by applying the LSTM-based RNN across West 
Java. The results demonstrated the value of combining modern agricultural survey data, satellite remote sensing, 
and a recurrent neural network to develop multitemporal maps of paddy rice production stages.   

1. Introduction 

National crop production statistics are typically computed from es
timates of crop yield and harvest area, based on data obtained from 
agricultural censuses, farmer and land surveys, and remote sensing 
(Dong and Xiao, 2016; Kuenzer and Knauer, 2013; Mosleh et al., 2015). 
Since 1973, production statistics for Indonesian paddy rice (Oryza sativa 
L.) have been based on administrative reporting systems, where crop 
production data are collected by the lowest governmental unit and then 
aggregated throughout the governmental hierarchy to provide 
national-level production estimates. While this approach is inexpensive 
and provides timely data at a fine disaggregation level, it is also prone to 

large errors due to subjectivity of field observations (Rotairo et al., 
2019). In 2018, Indonesia implemented a novel, breakthrough approach 
for quantifying paddy rice production. An agricultural survey approach, 
which combined an area sampling frame and extensive satellite-based 
maps of topography, land cover, and administrative boundaries, was 
developed to statistically identify more than 200,000 sampling locations 
for ground-based agricultural surveys. At the end of each month, 
Indonesia now deploys 4778 crop surveyors and 1608 supervisors to 
collect data and classify conditions at these sampling locations, utilizing 
an Android cellular phone application to log georeferenced information 
and photographs. The new approach has improved estimates of paddy 
rice production in Indonesia, although labor costs are high. 
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Furthermore, the extensive data sets compiled from these surveys offer 
great opportunity for novel remote sensing studies that develop machine 
learning methods for estimating rice production stages from satellite 
data, mapping rice production nationally, and forecasting harvest events 
for improved rice supply chain planning. As irrigated paddy rice is 
Indonesia's predominant cropping system (Panuju et al., 2013), 
improved paddy rice mapping and monitoring techniques are crucial to 
support policy formulation for ensuring food security. 

Satellite remote sensing has been developed to map paddy rice 
production for several decades, primarily in Asian countries (Dong et al., 
2016; Kuenzer and Knauer, 2013; Manjunath et al., 2015; Nelson et al., 
2014; Xiao et al., 2006) but also in the Mediterranean region (Nguyen 
and Wagner, 2017) and Australia (McCloy et al., 1987). The agronomic 
practices of field flooding and rice transplantation, followed by the crop 
development cycle, provides a unique temporal reflectance signal and 
mechanism for differentiation of rice fields from other land uses 
(Kuenzer and Knauer, 2013; Xiao et al., 2002). Many rice mapping 
studies have used optical remote sensing products from the Landsat 
program or the Moderate Resolution Imaging Spectrometer (MODIS) 
and have employed diverse methodologies for temporal classifications 
of spectral reflectance data or spectral indices, such as the Normalized 
Difference Vegetation Index (NDVI), the Enhanced Vegetation Index 
(EVI), the Land Surface Water Index (LSWI), and others (Boschetti et al., 
2017; Clauss et al., 2016; Dong et al., 2015; Kontgis et al., 2015; Oka
moto and Fukuhara, 1996; Sakamoto et al., 2018; Shi and Huang, 2015; 
Son et al., 2013; Tennakoon et al., 1992; Xiao et al., 2005; Yin et al., 
2019; Zhang et al., 2015). In Indonesia, methods using MODIS spectral 
indices have been successful for assessing the temporal dynamics of 
paddy rice production on Java Island (Setiawan et al., 2014, 2016) and 
for providing estimates of paddy rice extent that had strong correlation 
(r2 > 0.92) with national statistics (Bridhikitti and Overcamp, 2012; Lee 
et al., 2012; Nuarsa et al., 2012). However, these studies were conducted 
prior to availability of modern paddy rice survey data in Indonesia, and 
novel studies that use these data sets are therefore needed. In general, 
many studies have concluded that satellite optical remote sensing 
methods can be used to identify the paddy rice production cycle and 
map production areas at regional scales. A main complicating factor is 
reduced optical image quality from frequent and persistent cloud cover 
over many paddy rice production regions (Nelson et al., 2014), made 
worse by the relatively low temporal frequency (16 days) of Landsat 
image collections (Yin et al., 2019). Furthermore, paddy rice fields are 
often too small and fragmented to be adequately resolved using MODIS 
data, which have a minimum spatial resolution of 250 m. However, with 
the launch of the two Sentinel-2 satellites by the European Union's Earth 
observation program (named “Copernicus”) in 2015 and 2017, free and 
open-access optical remote sensing data (13 channels in the visible, 
near-infrared, and short-wave infrared wavelengths) are now available 
globally with 5-day revisit frequency and spatial resolutions of 10, 20, or 
60 m (depending on the band). Therefore, additional studies are needed 
to evaluate this modern satellite system for mapping paddy rice 
production. 

Other studies have used synthetic aperture radar (SAR) satellite data 
for paddy rice mapping (Choudhury and Chakraborty, 2006; Clauss 
et al., 2018; Nguyen and Wagner, 2017). In West Java, Indonesia, Ribbes 
and Le Toan (1999) mapped paddy rice based on temporal changes in 
SAR data from RADARSAT, and the mapping result was 87% accurate as 
compared to an available land cover map. Because SAR sensors involve 
longer wavelengths than optical sensors, the SAR signals are able to 
penetrate clouds and provide useful data even during overcast condi
tions (Bazzi et al., 2019; Bouvet and Le Toan, 2011; Nelson et al., 2014; 
Nguyen et al., 2016). Furthermore, because SAR backscatter is sensitive 
to surface roughness characteristics, the agronomic practice of flooding 
paddy rice fields provides a substantially reduced backscatter signal 
prior to rice transplantation, which then increases with growth of rice 
biomass and leaf area index (Inoue et al., 2002; Kuenzer and Knauer, 
2013; Ribbes and Le Toan, 1999). Several recent paddy rice mapping 

studies were based on SAR data from the two Sentinel-1 satellites (Bazzi 
et al., 2019; Clauss et al., 2018; Nguyen et al., 2016; Nguyen and 
Wagner, 2017), which were launched by the European Space Agency 
(ESA) in 2014 and 2016 and provide free and open-access C-band SAR 
data globally with a 6-day revisit frequency and spatial resolutions be
tween 5 and 40 m (depending on collection mode). Among several po
larization options offered by Sentinel-1, the VH polarization 
(cross-polarized) was more sensitive to the rice production cycle as 
compared to the VV polarization (co-polarized) (Nguyen et al., 2016). 
Recent studies have also mapped paddy rice by combining SAR data 
from Sentinel-1, RADARSAT, or PALSAR satellites with optical remote 
sensing data from Landsat or Sentinel-2 satellites (Park et al., 2018; 
Torbick et al., 2017; Zhang et al., 2018b). With only a couple exceptions 
(Nelson et al., 2014; Ribbes and Le Toan, 1999), few studies have tested 
SAR satellite data for paddy rice mapping in Indonesia, and additional 
studies that combine Sentinel-1 SAR data and Sentinel-2 optical data for 
rice mapping are needed. 

Algorithms for mapping paddy rice have often focused on the tem
poral responses in SAR or optical remote sensing data over the rice 
growing season. In many studies, paddy rice identification was based on 
development of simple decision rules or thresholds for temporal remote 
sensing indices (Boschetti et al., 2017; Bridhikitti and Overcamp, 2012; 
Kontgis et al., 2015; Lee et al., 2012; Ribbes and Le Toan, 1999; Setia
wan et al., 2016). Other studies have employed machine learning 
methods to identify temporal paddy rice profiles, including k-means 
clustering (Setiawan et al., 2014), ISODATA classifiers (Manjunath 
et al., 2015; Nguyen et al., 2012), random forest classifiers (Bazzi et al., 
2019; Torbick et al., 2017; Zhang et al., 2018b), support vector ma
chines (Park et al., 2018; Zhang et al., 2018b), and artificial neural 
networks (Chen and Mcnairn, 2006; Ndikumana et al., 2018; Shao et al., 
2001; Zhang et al., 2018a). Limited studies based on neural networks, 
also known as deep learning methods, have shown improved perfor
mance and great promise. For example, Zhang et al. (2018a) found that a 
convolutional neural network (CNN) could identify paddy rice in tem
poral Landsat NDVI with classification accuracy of 97%, which was 6% 
and 8% greater than results for support vector machine and random 
forest classifiers. Also, Ndikumana et al. (2018) demonstrated that a 
recurrent neural network (RNN) could identify paddy rice in Sentinel-1 
SAR data with accuracy of 96%, which was 10% greater than that from 
classical machine learning approaches. Zhu et al. (2021) combined an 
RNN with rice development characteristics to identify paddy rice areas 
with accuracy between 89% and 94%. Because an RNN specifically 
models the temporal dimension of data, it is particularly suited for 
temporal remote sensing analyses, such as that required for identifica
tion, mapping, and forecasting of paddy rice production stages. Current 
studies typically report classification accuracy for rice versus other crops 
or non-rice areas, and few report classification accuracy for unique rice 
production stages, likely due to limitations of reference data sets for 
model training. Thus, the rice production stage information obtained 
from the Indonesian crop surveys can facilitate novel mapping and 
forecasting of rice production stage progression using CNN and RNN 
modeling. 

The goal of this study was to use deep neural network methods with 
SAR and optical remote sensing data from Sentinel-1 and Sentinel-2 to 
map paddy rice production stages across West Java, Indonesia. Model 
training and testing were based on monthly ground-based crop survey 
data at 21,696 locations across West Java from November 2018 through 
April 2019. The specific objectives of the study were to 1) compare 
different implementations of deep neural networks and other non-deep 
classifiers to relate multitemporal Sentinel data to monthly observations 
of rice production stage or other field conditions, 2) contrast the per
formance of different Sentinel-1 and Sentinel-2 channels for use in the 
modeling framework, and 3) extend the highest-performing model 
across West Java to compare rice production statistics obtained from 
ground-based crop surveys with that from satellite remote sensing data. 
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2. Materials and methods 

2.1. Region of study 

The study region was the province of West Java, Indonesia (6.75◦S, 
107.5◦E), which covers an area of 35,378 km2 and contains 26 admin
istrative subdivisions (Fig. 1). Paddy rice production in West Java occurs 
in two main areas: an irrigated region in the north and a rainfed region 
in the south. The main cropping season begins in October or November 
and ends in March or April. In the irrigated region to the north, there is a 
second cropping season that begins in March or April and ends in August 
or September. Field sizes are typically less than 1.0 ha. 

2.2. Crop surveys 

Ground-based information on paddy rice stage and other land use 
conditions was collected by Badan Pusat Statistik (BPS or Statistics 
Indonesia), which is the institution of the Indonesian government that is 
responsible for conducting statistical surveys for agriculture, economics, 
and demographics. In 2018, BPS initiated its novel methodology for 
agricultural surveying, and an area sampling frame was used to statis
tically identify 23,418 surveying locations across West Java (Fig. 1). In 
the final week of each month, crop surveyors navigated to each sampling 
location and classified the condition as belonging to one of nine possible 
classes related to paddy rice production stage or alternative land use 
conditions (Table 1). Georeferenced surveying information, other met
adata, and photographic evidence were logged with an Android cellular 
phone application and transferred to a centralized BPS server, which 
collected surveying results from West Java and from other provinces 
nationwide. The Android application permitted data entry only when 
the phone's geoposition was within a 10-m radius of the survey location, 
and data entries were linked with the surveyor's username for 
accountability. Supervisors of the crop surveyors verified the accuracy 
of the survey data using a web-based monitoring system that aggregated 
data at the district and provincial levels, and they provided feedback on 
data accuracy and correctness to the surveyors. The present study 

incorporated six months of surveying results for West Java from 
November 2018 through April 2019, which was the first complete 
Indonesian paddy rice growing season surveyed using this new 
paradigm. 

The BPS crop surveyors chose among nine field condition classes 
(Table 1), each represented by an integer value from 1 to 9. The first 
three classes pertained to the rice production cycle. Classes 1, 2, and 3, 
referred to the “first vegetative” or rice transplant stage, the “second 
vegetative” or rice tillering stage, and the “generative” or rice heading 
stage, respectively. Class 4 described a field that was recently harvested. 
Class 5 described a field undergoing tillage or flooding in preparation for 
rice transplantation. Class 6 described a field that was damaged by pests 
or another catastrophe. Classes 7, 8, and 9 described fields with crops 
other than rice, areas with non-agricultural land uses, and fields that 
were left fallow after rice harvest, respectively. A zero value was used to 
indicate that no observation was available. The georeferenced survey 
information for West Java was obtained from BPS in spreadsheet format. 
Table 1 provides the number of locations (out of 23,418 total locations) 
assigned to each class on a monthly basis from November 2018 through 
April 2019. 

2.3. Sentinel data 

Google Earth Engine (Gorelick et al., 2017) was used to obtain and 
preprocess Sentinel-1 SAR data and Sentinel-2 optical data for the region 
of study. Spatial extents for image retrieval were defined by the mini
mum and maximum geographic coordinates for West Java, Indonesia. 
Temporal extents were iteratively defined in calendar days as the first 
half and second half of each month, resulting 12 image retrieval periods 
over the six-month duration from November 2018 through April 2019 
(Table 2). Remote sensing data from the second half of each month 
represented conditions during the BPS crop surveys. No survey data 
were available for the first half of each month. Depending on the month, 
image retrieval periods ranged from 14 to 16 days, which meant at least 
two satellite revisits were possible during each period. 

A script was prepared in the GEE Code Editor to obtain the dual- 

Fig. 1. The study region was the province of West Java, Indonesia (6.75◦S, 107.5◦E). Beginning in 2018, ground-based agricultural surveys were conducted monthly 
at 23,418 locations across the province. Each black point represents a pattern of nine survey locations, defined by a 3 × 3, 100-m grid. A composite synthetic aperture 
radar (SAR) image from Sentinel-1 overpasses during the period from 1 November 2018 through 15 November 2018 is shown. 
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polarized, C-band, ground range detected (GRD) SAR product from both 
Sentinel-1 satellites in the Interferometric Wide (IW) swath mode, which 
were preprocessed by GEE for thermal noise removal, radiometric cali
bration, and terrain correction using algorithms from the Sentinel-1 
Toolbox. Data were obtained for both the VV polarization (single co- 
polarization, vertical transmit and vertical receive) and the VH polari
zation (dual-band cross-polarization, vertical transmit and horizontal 
receive). Based on Mladenova et al. (2013), a cosine correction was 
applied to normalize the SAR data for incidence angle. A refined Lee 
speckle filter was then used for despeckling. The algorithm was adapted 
from a shared GEE script by Guido Lemoine, who translated the refined 
Lee speckle filter from the Sentinel-1 Toolbox to the GEE scripting lan
guage. To reduce the SAR data from GEE “Image Collection” format and 
develop composite images of the study region, the median value of 
co-located pixels was computed. Based on a histogram analysis, back
scatter from composite images was bounded from -40.0 to 5.0 dB, 
rescaled from 0 to 255, and exported from GEE as 8-bit, unsigned integer 
images with 10-m spatial resolution. A total of 24 composite SAR images 
were exported, including one image for each of 12 time periods for both 
the VV and VH polarizations. 

A separate GEE script was prepared in the GEE Code Editor to obtain 
and preprocess Level-1C, top of the atmosphere, optical remote sensing 
data from both Sentinel-2 satellites. Two methods were tested to filter 
the data based on cloud cover conditions (Table 2). Filtering based on 
the “CLOUDY_PIXEL_PERCENTAGE” metadata value of <20% was too 
restrictive for conditions in West Java. This method removed entire 
image tiles with cloud cover >20%, and relatively few optical images 
could be obtained under this condition (Table 2). Instead, a cloud mask 
algorithm was developed, based on examples from other shared GEE 
scripts. The algorithm assessed bits 10 and 11 of the Sentinel-2 QA60 
band, which provided information on coverage of opaque and cirrus 

clouds, respectively. Pixels with either of these cloud cover issues were 
masked from the optical images, which represented 5% to 67% of the 
area of West Java depending on the time period (Table 2). Composite 
optical images were developed similarly to the SAR images, by 
computing the median value of co-located pixels. Reflectance data from 
composite images were bounded from 0.0 to 1.0, rescaled from 0 to 255, 
and exported from GEE as 8-bit, unsigned integer images with 10-m 
spatial resolution. Optical data from 10 Sentinel-2 channels were 
exported from GEE, representing visible blue, green, and red wave
lengths (B2, 492.4 nm; B3, 559.8 nm; and B4, 664.6 nm; respectively), 
three red edge wavelengths (B5, 704.1 nm; B6, 740.5 nm; and B7, 
782.8 nm), two near-infrared wavelengths (B8, 832.8 nm and B8A, 
864.7 nm), and two short-wave infrared wavelengths (B11, 1613.7 nm 
and B12, 2202.4 nm). A total of 120 composite optical images were 
exported, including one image for each of 12 time periods for each of 10 
wavebands. 

Following export from GEE, a Python script (https:// www.python. 
com) was developed using the Geospatial Data Abstraction Library 
(GDAL, https://www.gdal.org) to extract image data at the location of 
each georeferenced crop surveying point from BPS. The point-based data 
was used for input into RNN models. Additionally, data in a 10×10-pixel 
patch was extracted from each location for use in the CNN models. The 
RNN methods required time-series data at single points, while the CNN 
methods required time-series data from patches of image pixels. 

2.4. Vegetation indices 

Because many past studies have used vegetation indices (e.g., NDVI, 
EVI, and LSWI) for paddy rice mapping (Clauss et al., 2016; Dong et al., 
2015; Kontgis et al., 2015; Son et al., 2013; Xiao et al., 2005; Yin et al., 
2019; Zhang et al., 2018b), the performance of these indices were 

Table 1 
Summary of the field condition classes from monthly field surveys of paddy rice at 23,418 locations across West Java, as recorded by surveyors from Badan Pusat 
Statistik (BPS or Statistics Indonesia). The number of locations assigned to each class are provided for six months from November 2018 through April 2019. To increase 
class separability for the data analysis, several classes were merged as indicated.  

BPS Merged  Nov Dec Jan Feb Mar Apr 
Class # With Class description 2018 2018 2019 2019 2019 2019 

0 N/A No data recorded 1,697 1,647 405 154 33 15 
1 5,6,9 First vegetative (transplant) 1,886 5,742 7,427 3,314 2,360 4,496 
2 N/A Second vegetative (tillering) 730 1,055 5,552 5,782 2,376 1,459 
3 N/A Generative (heading) 1,463 932 1,503 6,662 7,370 3,660 
4 N/A Harvest 1,774 1,028 701 793 4,426 4,915 
5 1,6,9 Land preparation and flooding 4,769 5,241 1,917 1,180 1,264 2,604 
6 1,5,9 Damaged crop 195 109 43 17 19 17 
7 8 Crop other than rice 1,665 1,443 1,315 1,253 1,263 1,304 
8 7 Non-agricultural land 3,728 3,715 3,859 3,948 3,989 4,018 
9 1,5,6 Fallowed after rice harvest 5,511 2,506 696 315 318 930  

Table 2 
Counts of Sentinel-1 and Sentinel-2 images over West Java from November 2018 through April 2019, accessed through Google Earth Engine. Effects of cloud cover on 
Sentinel-2 images were quantified in two ways: 1) filtering images with the “CLOUDY_PIXEL_PERCENTAGE” property <20% and 2) computing the percentage of pixels 
with the QA60 channel indicating cirrus or opaque cloud cover. Ground-based paddy rice survey data were available only for the latter time period of each month.  

Time Start End Survey Sentinel-1 Sentinel-2 <20% Cloud Cloud 
Period Date Date Data? Count Count S2 Count Pixels 

1 1 Nov 2018 15 Nov 2018 No 9 51 5 43.6% 
2 16 Nov 2018 30 Nov 2018 Yes 11 51 12 18.7% 
3 1 Dec 2018 16 Dec 2018 No 11 43 0 65.7% 
4 16 Dec 2018 31 Dec 2018 Yes 15 51 1 36.6% 
5 1 Jan 2019 16 Jan 2019 No 12 53 6 15.3% 
6 16 Jan 2019 31 Jan 2019 Yes 9 51 0 66.7% 
7 1 Feb 2019 14 Feb 2019 No 9 42 6 24.6% 
8 15 Feb 2019 28 Feb 2019 Yes 9 44 13 14.0% 
9 1 Mar 2019 16 Mar 2019 No 11 51 1 37.3% 
10 16 Mar 2019 31 Mar 2019 Yes 9 54 9 9.5% 
11 1 Apr 2019 15 Apr 2019 No 11 46 10 21.4% 
12 16 Apr 2019 30 Apr 2019 Yes 12 42 9 5.2%  
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evaluated herein. Prior to input to machine learning models, the NDVI, 
EVI, and LSWI were computed as follows: 

NDVI =
ρNIR − ρRed

ρNIR + ρRed
(1)  

EVI = 2.5
(

ρNIR − ρRed

ρNIR + 6ρRed − 7.5ρBlue + 1

)

(2)  

LSWI =
ρNIR − ρSWIR

ρNIR + ρSWIR
(3)  

where ρBlue, ρRed, ρNIR, and ρSWIR were the reflectance values from the 
blue (B2), red (B4), near-infrared (B8), and short-wave infrared (B11) 
channels of Sentinel-2, respectively. 

2.5. Machine learning 

Because RNN methods are well-suited and designed for time-series 
modeling, an RNN strategy was deemed appropriate for modeling the 
temporal progression of rice production stages in West Java. Two RNN 
strategies were compared in this study, one based on traditional long 
short term memory (LSTM) nodes (Hochreiter and Schmidhuber, 1997) 
and another based on the newer gated recurrent unit (GRU) nodes (Cho 
et al., 2014). The RNN's were structured to relate the multitemporal 
Sentinel image data to the multitemporal BPS crop survey data from 
West Java over the six-month timeframe. A Python script was devel
oped, which incorporated Python's “Keras” package as a frontend for the 
“TensorFlow” machine learning platform (Abadi et al., 2015). The Keras 
“Sequential” class was used to contain a linear stack of neural network 
layers. As an example for the LSTM approach (Fig. 2), the LSTM layer 
was first added to establish the recurrent neural network, which could 
model the sequence of time-dependent behavior in the data sets. The 
LSTM layer accepted (t × m)-dimensional input vectors, where t was 12 

(i.e., the number of half-month Sentinel imaging time periods) and m 
was the number of Sentinel image channels included in the model. The 
LSTM layer was specified to output a (t × l)-dimensional vector, where l 
was the number of hidden layers within the LSTM-based RNN. The 
output of the RNN was input to a time-distributed dense neural network 
layer, which provided a (t × n)-dimensional vector output, where n was 
the number of BPS survey classes. Finally, because the BPS survey data 
were available only for the second half of each month, a Lambda layer 
was added, which called a customized function to subset the results for 
the latter half of the month, resulting a (t/2 × n)-dimensional output 
vector. The BPS survey classes, which were originally represented with 
categorical integer values, were converted to one-hot encoded binary 
vectors prior to modeling, which is known to improve neural network 
performance. Furthermore, because the dense layer was specified with 
“softmax” activation, one-hot encoding enabled the network to output a 
vector of categorical probabilities for each BPS survey class. The survey 
class simulated with the greatest probability was used in accuracy 
assessment calculations. The Keras model was compiled with the 
“RMSprop” optimizer and a loss function based on categorical cross
entropy among the observed and simulated one-hot encoded BPS class 
vectors. In this way, an LSTM-based RNN network was established to 
relate 12 half-monthly time periods of Sentinel imaging data to 6 
end-of-month time periods of BPS survey data. The GRU-based RNN 
network was implemented by changing one line of code to switch the 
LSTM layer to a GRU layer in the Keras Sequential stack (Table 3). 

While the RNN models were appropriate for the temporal nature of 
the problem, they did not consider image textural information in the 
area surrounding the BPS survey locations. However, CNN models are 
well-suited for this task, as they can analyze the spatial content of im
ages using filter convolution. Three implementations of CNN models 
were tested by modifying the layers in the Keras Sequential stack 
(Table 3), including 1) a time-distributed CNN layer without an RNN 

LSTM2,1LSTM1,1 LSTM3,1 LSTM4,1 LSTMt,1

LSTM2,2LSTM1,2 LSTM3,2 LSTM4,2 LSTMt,2

LSTM2,lLSTM1,l LSTM3,l LSTM4,l LSTMt,l

. . .

. . .

. . .

. .
 .

. .
 .

. .
 .

. .
 .

. .
 .

LSTM-based

RNN

. . .

DNN1 DNN2 DNN3 DNN4 DNNt
. . .Time-

Distributed

Dense NN

. . .

Subset la�er half-month �me periodsLambda

Function

. . .

. . .

Input Xt×m

Result Ht×l

Result Yt×n

Output Yt/2×n

Fig. 2. A recurrent neural network (RNN) with long 
short term memory (LSTM) nodes received inputs 
(Xt×m) from m Sentinel image layers over t half- 
monthly time periods (t = 12), resulting intermedi
ate output (Ht×l) from l hidden layers in the RNN. A 
time-distributed dense neural network (DNN) with 
“softmax” activation computed probabilities (Yt×n) for 
each of n field survey classes related to paddy rice 
stage or other land uses. A lambda function subsetted 
results for the latter half of each month for compari
son to the observed field survey classes, represented 
with one-hot encoding.   
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backend (Conv2D), 2) a time-distributed CNN layer with a separate 
LSTM-based RNN backend (Conv2D LSTM), and 3) the approach of Shi 
et al. (2015) that nested the CNN spatial filtering within an LSTM-based 
RNN framework (ConvLSTM2D). All CNN methods were followed by 
time-distributed max pooling and flattening layers to downsample the 
filtering output and reduce it to one dimension. The results were fed to a 
time-distributed dense layer and the Lambda layer, as with the RNN 
approaches (Fig. 2, Table 3). 

Many trials were conducted to establish optimal settings among the 
parameters related to neural network performance, including the frac
tion of data used for training versus testing, the number of RNN hidden 
layers (l), the number of CNN convolutional layers (c), and the batch size 
and number of epochs used for model training. First, the modeling ex
ercise required splitting the data sets for purposes of model training and 
independent testing. Trials were conducted to evaluate effects of setting 
aside every second, fourth, sixth, eighth, and tenth sampling location for 
model testing purposes. Trials were also conducted to evaluate the im
pacts of 250, 500, 750, 1000 and 1250 hidden layers in the RNN layer 
and 8, 16, 32, 64, and 128 convolutional layers in the CNN layer. During 
model fitting, the batch size established the number of sampling loca
tions evaluated at one time, while the number of epochs specified the 
number of training iterations. Batch sizes of 4, 8, 16, 32, and 64 were 
tested, and 5, 10, 20, 40, and 80 epochs were tested. The effects of 
different parameter settings were evaluated for training accuracy, 
testing accuracy, and the time duration to both train and test the model. 
Some parameter configurations could improve accuracy, but with great 
additional computational expense and processing duration. 

The results of the deep machine learning methods (RNN and CNN) 
were compared with that of other non-deep classifiers, including 
Gaussian Naive Bayes (GNB), random forest (RF), k-nearest neighbors 
(KNN), multi-layer perceptron (MLP) neural network, and support vec
tor machine (SVM) classifiers. Implementations of these classifiers were 
obtained from Python's “scikit–learn” package. A main difference be
tween the deep and non-deep learning methods was that the non-deep 

classifiers were unable to link the data through their temporal dimen
sion. Therefore, remote sensing data from the early half-month period 
could not be incorporated with the non-deep classifiers, because there 
was no corresponding ground surveying data. Model training and testing 
for non-deep classifiers proceeded with half the remote sensing input 
data compared to the deep learning approaches. 

Handling of missing data was important for the analysis. For the BPS 
survey data, locations with missing observations at any timestep over 
the six-month period (Table 1) were eliminated from the analysis. This 
provided a more complete data set for model training, but reduced the 
number of surveying locations from 23,418 to 21,696 across West Java. 
Missing data from the Sentinel images was problematic only for the 
Sentinel-2 optical data and indicated that no cloud-free pixels were 
available at a given surveying location and timestep (Table 2). These 
conditions were coded with -1.0 for input to the machine learning 
models, while available Sentinel data was scaled from 0.0 to 1.0. Thus, 
the models learned that -1.0 meant no optical data was available at that 
location and timestep. 

Preliminary modeling results suggested that some of the BPS survey 
classes were more difficult to segregate than others. Many trials were 
conducted to improve classification accuracy by merging similar classes 
(Table 1). As discussed later, the efforts reduced the number of BPS 
classes from nine to five, including a condensed class related to rice 
production areas with little to no vegetation present (Classes 1, 5, 6, and 
9), a condensed class related to areas with vegetation other than rice 
(Classes 7 and 8), and three unmodified, rice-specific classes for tillering 
(Class 2), heading (Class 3), and harvest (Class 4) stages. Rice mapping 
efforts focused on analysis of the the latter three rice production stages. 

2.6. Mapping rice production 

The LSTM-based RNN was extended to map the five condensed BPS 
classes from Sentinel image data across the entire area of West Java at 
10-m spatial resolution. As with the model development effort (Fig. 2), 
Sentinel data from 12 half-month timesteps at each pixel location were 
input to the model, and the probability of membership to each of the five 
condensed BPS classes at the six latter half-month timesteps was 
computed for each pixel. Resulting data were plotted as red, green, and 
blue (RGB) color images where the R, G, and B channels represented the 
probability of membership to BPS Classes 2, 3, and 4, respectively. 

3. Results 

3.1. Sentinel data 

Tests of individual Sentinel satellite channels revealed their ability to 
accurately classify among rice production stages or other land use 
conditions through the modeling framework (Fig. 3(a)). Among the in
dividual Sentinel bands, Sentinel-1 SAR data with the VH polarization 
performed best with 67.0% accuracy for model training and 67.2% ac
curacy for model testing. This verified results from other studies 
showing the value of the VH band for paddy rice mapping (Nguyen et al., 
2016). Among the optical channels from Sentinel-2, the two 
near-infrared bands (B8 at 832.8 nm and B8A at 864.7 nm) and a red 
edge band (B7 at 782.8 nm) resulted in the greatest classification ac
curacies, from 63.4% to 65.9% for model training and from 60.6% to 
61.5% for model testing. No individual optical channel performed better 
than the SAR data with VH polarization, perhaps due to missing optical 
data from cloudy pixels. 

Among the three tested vegetation indices, the EVI classified rice 
production stage and other land use conditions better than any indi
vidual Sentinel-2 channel with 71.3% training accuracy and 66.7% 
testing accuracy, while the NDVI performed similarly with 70.7% 
training accuracy and 65.7% testing accuracy (Fig. 3(b)). The LSWI 
resulted in a 63.2% training accuracy and 57.6% testing accuracy. 
Combining the two Sentinel-1 bands (VV and VH) for input to the model 

Table 3 
Deep machine learning models based on recurrent and convolutional neural 
networks (RNN and CNN, respectively) as implemented in the Keras package for 
Python. Variables include the number of Sentinel image layers (m = 12), the 
number of half-monthly time periods for Sentinel imaging (t = 12), the number 
of RNN hidden layers (l = 750), the CNN patch size (p = 10), the number of 
convolutional layers (c = 32), and the number of survey classes related to paddy 
rice production stage or other land uses (n = 5). The input shapes were t × m for 
the RNN models with long short term memory (LSTM) and gated recurrent unit 
(GRU) nodes and t × p × p × m for the models with a CNN component (Conv2D, 
Conv2D LSTM, and ConvLSTM2D).  

Model Keras layers Output shape 

LSTM 
LSTM t × l 
Time-Distributed Dense t × n 
Lambda t/2 × n 

GRU 
GRU t × l 
Time-Distributed Dense t × n 
Lambda t/2 × n 

Conv2D 

Time-Distributed Conv2D t × (p − 2) × (p − 2) × c 
Time-Distributed MaxPooling t × (p − 2)/2 × (p − 2)/2 × c 
Time-Distributed Flatten t × 512 
Time-Distributed Dense t × n 
Lambda t/2 × n 

Conv2D LSTM 

Time-Distributed Conv2D t × (p − 2) × (p − 2) × c 
Time-Distributed MaxPooling t × (p − 2)/2 × (p − 2)/2 × c 
Time-Distributed Flatten t × 512 
LSTM t × l 
Time-Distributed Dense t × n 
Lambda t/2 × n 

ConvLSTM2D 

ConvLSTM2D t × (p − 2) × (p − 2) × c 
Time-Distributed MaxPooling t × (p − 2)/2 × (p − 2)/2 × c 
Time-Distributed Flatten t × 512 
Time-Distributed Dense t × n 
Lambda t/2 × n  
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resulted in training and testing accuracies of 69.0% and 69.1%, which 
was only slightly improved from tests of the VH channel alone. 
Combining all ten Sentinel-2 bands (B2, B3, B4, B5, B6, B7, B8, B8A, 
B11, and B12) for input to the model resulted in training and testing 
accuracies of 78.7% and 72.8%. Thus, while the individual Sentinel-2 
channels performed relatively poorly, their combined influence on the 
model substantially improved classification accuracy in spite of missing 
data due to cloud cover. 

Combining the two Sentinel-1 bands with all ten Sentinel-2 bands 
improved the classification accuracy to 79.6% for model training and 
75.9% for model testing. This band combination provided the greatest 
testing accuracy among all the evaluated scenarios. An evaluation of 
NDVI and EVI in addition to the 12 channels from Sentinel-1 and 
Sentinel-2 resulted in a 80.9% training accuracy and 75.1% testing ac
curacy, which was not substantially better than results without the two 
vegetation indices included. Therefore, all further modeling was con
ducted using only the 12 channels from Sentinel-1 and Sentinel-2, and 
use of vegetation indices was abandoned in the analysis. Vegetation 
indices may offer advantages when simplicity is desired, but the deep 
machine learning approaches can accept data from multiple Sentinel 
channels without need to compute vegetation indices. 

Because the testing accuracy demonstrated the model performance 
for independent data, it was the main criteria used to judge the appro
priateness of data inclusion in the model. On the other hand, training 
accuracy can be impacted by overfitting, making it a less robust metric 
than testing accuracy for selection of variables. No tested subset or 
superset of variables improved testing accuracy better than simply 
inputting the two Sentinel-1 and ten Sentinel-2 channels. No individual 
channel, no individual vegetation index, and neither Sentinel-1 nor 

Sentinel-2 alone could outperform the combination of 12 Sentinel 
channels. Enhancing the 12 channels with additional vegetation index 
data did not improve testing accuracy above that of the 12 channels 
alone. Pairing NDVI and EVI with the two Sentinel-1 bands achieved a 
testing accuracy of 73.2%, meaning efforts to consolidate the Sentinel-2 
data using vegetation indices led to a reduction in testing accuracy. 
Finally, testing accuracy when leaving out one of each of the 12 channels 
was not improved above that for all 12 channels (not shown). Among 
various tests of model input data, no combination of inputs could 
improve testing accuracy better than the simple and straight-forward 
approach of inputting the 12 Sentinel channels. 

Further justification for choosing to input the 12 Sentinel channels 
follows from the modeling framework. Unlike multiple linear regression 
where multicollinearity can affect the interpretation of regression co
efficients, neural network models are not linear models and are not 
similarly affected by multicollinearity. Neural networks are typically 
overparameterized to the extent that interpretation of coefficients is 
difficult and mostly unimportant; the main goal of deep learning is 
prediction rather than model interpretation. Secondly, there was no 
substantial reduction in computational effort by reducing inputs. The 
time duration to fit and test models for results shown in Fig. 3 ranged 
from 0.83 to 0.89 hours, which shows the minimal impact of number of 
inputs on computational duration. Finally, the configurations of 
Sentinel-1 and Sentinel-2 are fixed and operational, and its data prod
ucts are established and available. Given the goal to accurately predict 
rice production stages, the sensible strategy was to use any available 
data that contributed to this goal, as demonstrated by improvements to 
the testing accuracy. Because the inclusion of all 12 Sentinel channels 
tended to improve model testing accuracy and there was no clear reason 

Fig. 3. Accuracy of classifying rice production stage 
or other land use conditions using (a) individual 
channels or (b) vegetation indices and various band 
combinations from Sentinel-1 and Sentinel-2 satellite 
data using a recurrent neural network based on long 
short term memory (LSTM) nodes. Sentinel-1 chan
nels (S1) included synthetic aperture radar (SAR) data 
in the VV and VH polarizations. Sentinel-2 channels 
(S2) included optical remote sensing data from the 
following wavelengths: B2 (blue, 492.4 nm), B3 
(green, 559.8 nm), B4 (red, 664.6 nm), B5 (red edge, 
704.1 nm), B6 (red edge, 740.5 nm), B7 (red edge, 
782.8 nm), B8 (near-infrared, 832.8 nm), B8A (nar
row near-infrared, 864.7 nm), B11 (short-wave 
infrared, 1613.7 nm), and B12 (short-wave infrared, 
2202.4 nm). Vegetation indices included the 
Normalized Difference Vegetation Index (NDVI), the 
Enhanced Vegetation Index (EVI), and the Land Sur
face Water Index (LSWI).   
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for reducing the number of input variables, the choice to use 12 Sentinel 
channels was justified. Meanwhile, refitting the model with fewer inputs 
demonstrated the loss of accuracy from simplifications to the model 
inputs, while refitting the model with individual channels demonstrated 
the relative contribution of each channel to the prediction problem 
(Fig. 3). 

3.2. Cloud impacts 

Assessments of the Sentinel-2 imagery revealed substantial cloudi
ness issues over West Java during the study period (Table 2). Using the 
“CLOUDY_PIXEL_PERCENTAGE” property to retrieve only the images 
with cloud cover <20%, the number of Sentinel-2 images was reduced 
from more than 40 to less than 15 for all of the half-month periods. Also, 
there were no Sentinel-2 image collections with cloud cover <20% for 
two of the half-month periods. Cloud pixels were present in amounts 
ranging from 5.2% to 66.7% of the West Java land area, depending on 
the half-month period. This means up to two-thirds of the West Java land 
area had poor quality optical remote sensing data in a given half-month. 
Throughout the 2018–2019 paddy rice production season, West Java 
experienced substantial cloudiness issues that likely limited the utility of 
Sentinel-2 imagery for paddy rice mapping. Nonetheless, the available, 
cloudless Sentinel-2 data was critically important for the modeling 
effort. Testing accuracies were 69.1%, 72.8%, and 75.9% for Sentinel-1 
alone, Sentinel-2 alone, and Sentinel-1 and Sentinel-2 combined, 
respectively (Fig. 3(b)). Thus, despite missing up to two-thirds of the 
Sentinel-2 data in a given half-month, Sentinel-2 alone slightly out
performed Sentinel-1 alone, and the available Sentinel-2 data substan
tially contributed to improved identification of rice production stages. 

3.3. Modeling 

Different implementations of deep and non-deep machine learning 
methods demonstrated variation in classification accuracy and compu
tational duration (Fig. 4). The favored configuration was the LSTM- 
based RNN (Fig. 2), which demonstrated the greatest accuracy with 
reduced computational effort among the deep learning methods (Fig. 4 
(a)). Furthermore, the LSTM-based RNN lacked a CNN component, 
which simplified the model implementation. As reported previously, the 
LSTM-based RNN achieved a classification accuracy of 79.6% for model 
training and 75.9% for model testing when inputting 12 Sentinel 
channels to the model. Similarly, the GRU-based RNN lacked a CNN 
component, but its classification results were slightly worse than the 
LSTM-based RNN, while its computational duration was 1.4 times 
longer. The Conv2D model, which included a time-distributed CNN but 
no RNN method, was the poorest performer among the deep learning 
methods with classification accuracy less than 60% for both training and 
testing. On the other hand, the Conv2D LSTM approach, which used a 
time-distributed CNN followed by an LSTM-based RNN, achieved the 
greatest training accuracy of 92.0% among 21,696 samples of six 
monthly observations. However, the testing accuracy was reduced to 
75.8% and was no better than the LSTM-based RNN alone (Fig. 4(a)). 
With the large discrepancy in training and testing accuracy, the Conv2D 
LSTM was likely overparameterized with too many neural network 
layers (Table 3), and simpler neural network implementations were 
justified for this problem. The ConvLSTM2D model, which nested the 
CNN and RNN components, did not suffer the same over
parameterization issues, but the computational duration was 2.3 times 
longer than the LSTM-based RNN, and there was no improvement to the 
classification accuracy. The non-deep machine learning classifiers pro
vided results with substantially less computational effort; however, 
classification accuracy for model testing was not greater than 63.3% 

Fig. 4. Accuracy of classifying rice production stage 
or other land use conditions using (a) deep machine 
learning methods in the Keras package for Python, 
including two recurrent neural networks (LSTM and 
GRU), a convolutional neural network (Conv2D), and 
two approaches for combining recurrent and con
volutional neural networks (Conv2D LSTM and 
ConvLSTM2D) and (b) other non-deep classifiers in 
the scikit-learn package for Python, including 
Gaussian Naive Bayes (GNB), random forest (RF), k- 
nearest neighbors (KNN), multi-layer perceptron 
(MLP) neural network, and support vector machine 
(SVM) classifiers.   
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among the non-deep methods (Fig. 4(b)). Overall, the LSTM-based RNN 
was a relatively simple, accurate, and efficient method to classify paddy 
rice production stages in this study. All other results reported herein are 
based on the LSTM-based RNN method. 

Optimal parameter settings for LSTM-based RNN performance were 
determined while considering classification accuracy for both model 
training and testing and also the required computational duration. The 
chosen optimal settings resulted in a classification accuracy of 79.6% for 
model training and 75.9% for model testing, and computations were 
completed in 0.86 h (52 min). Both the training accuracy and duration 
were relatively insensitive to the ratio of training observations to testing 
observations (Fig. 5(a)). Classification accuracy was greatest for ratios of 
8:1 and 10:1. However, because duration increased slightly with 
increasing ratio, the 8:1 ratio of training observations to testing obser
vations was chosen as the optimal ratio. Computational time increased 
substantially with reduced batch sizes, while accuracy worsened (Fig. 5 
(b)). A batch size of 16 maximized classification accuracy, meaning data 
were processed in groups of 16 observations. Computational duration 
also increased with increasing numbers of LSTM hidden layers, without 
improvements in classification accuracy (Fig. 5(c)). The optimal number 
of LSTM hidden layers was chosen as 750. Finally, the computational 
duration increased substantially with the number of epochs (Fig. 5(d)). 
Also, classification accuracy for model training increased with the 
number of epochs, but accuracy for model testing was maximized at 20 
epochs. The result demonstrated that epochs above 20 likely led to 
model overfitting, so the optimal setting was chosen as 20 epochs. Based 
on the result of this sensitivity analysis, all model performance results in 
this study were reported for (1) an 8:1 ratio of training to testing data, 
(2) a batch size of 16 for model training, (3) 750 LSTM hidden layers, 
and (4) 20 epochs for model training. 

Preliminary neural network modeling aimed to classify the data ac
cording to the ten original BPS survey classes (Table 1), which resulted 
in a training accuracy of 70.1% and testing accuracy of 60.5% (not 
shown). Improvements in model performance were made by combining 
and eliminating some classes. First, the “no data” class was eliminated 
by removing any location with missing data for any of the six observa
tion periods. Errors of omission were above 90% for the “no data” class 
(not shown), so overall model performance was easily improved by 
eliminating locations with missing data. Preliminary modeling also 
often simulated Class 5 (land preparation) as Class 1 (first vegetative), 
Class 1 and Class 9 (fallowed after rice harvest) as Class 5, and Class 5 as 
Class 9. Due to the confusion among these classes, all three were com
bined into one class. Furthermore, because Class 6 (damaged crop) was 
often confused with these classes and because Class 6 was observed very 
infrequently, it was also merged with Classes 1, 5, and 9. Because Classes 
1, 5, 6 and 9 related to the early-season transplant or land preparation 
stages, damaged conditions, or fallow periods after rice harvest, 
respectively, the condense class represented conditions with little to no 
vegetation. Class 7 (crops other than rice) and Class 8 (non-agricultural 
land) were also often confused, so these two classes were merged to 
represent a non-rice class. These efforts reduced the number of classes in 
the final model to 5. The resulting overall training accuracy was 79.6% 
(Table 4) among 115,710 observations of paddy rice over the six-month 
period in West Java, and the testing accuracy was 75.9% (Table 5) 
among 14,466 paddy rice observations. Depending on the class 
grouping, errors of omission and comission ranged from 15.1% to 
38.4%. Given the small error rates with such a large amount of obser
vations, the model was considered reasonable for development of paddy 
rice maps across West Java. 

Fig. 5. Accuracy of classifying rice production stage or other land use condition via a recurrent neural network with long short term memory (LSTM) nodes, as 
affected by (a) the ratio of training observations to testing observations, (b) the batch size used for model training, (c) the number of LSTM hidden layers, and (d) the 
number of epochs used for model training. The computational duration (h) for both training and testing is also provided for each case. 
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3.4. Paddy rice mapping 

By applying the neural network model to map paddy rice across West 
Java, five-band images were developed to map the probability of pixel 
membership to each of the five condensed BPS classes. These data were 
displayed as an RGB color composite image with the R, G, and B chan
nels representing the probability of membership to rice harvest, head
ing, and tillering classes, respectively (Fig. 6). Darker color indicated 
reduced probability of membership to the three rice production stages 
and consequently greater probability of membership to the other two 
classes, which involved non-rice areas and rice areas with little to no 
vegetation present. Results from November and December 2018 showed 
relatively small areas of rice tillering and harvest in northern West Java 
(Figs. 6(a) and 6(b)), and darker color throughout much of the province 
indicated smaller areas in rice production at this time. Beginning in 
January 2019, a sharp increase of rice area in the tillering stage was 
present (Fig. 6(c)), which is consistent with the typical rice production 
cycle. Moving into February 2019, many areas transitioned from the 
tillering to the heading stage, while new areas at the rice tillering stage 
appeared (Fig. 6(d)). March and April 2019 were primary months for 
rice harvest, with harvest expanding from south to north in the irrigated 
paddy rice region of northern West Java (Fig. 6(d) and 6(e)). Progression 
of rice production from south to north in northern West Java agreed with 
the reasoning of Ribbes and Le Toan (1999), who described the irriga
tion process whereby water from the Lake of Jatiluhur is distributed to 
paddy fields from south to north in mid-November through early 
January. Overall, the rice classification maps demonstrated progression 
of rice through a typical production cycle with realistic spatial patterns 
in areas of West Java commonly associated with rice production. 

Similar temporal patterns of rice production were present in the BPS 
survey data and Sentinel satellite data (Fig. 7). Both data sets demon
strated that January and February were predominant months for rice 
tillering, February and March were predominant months for rice head
ing, and March and April were predominant months for rice harvest. The 
temporal similarities of predominant rice production stages between the 

two data sets were striking, which means both data sets likely provide 
meaningful information about the progression of rice production across 
West Java. However, the percentages of BPS observations attributed to 
each rice class were always greater than the corresponding percentages 
of Sentinel pixels attributed to each class. This means the BPS area 
sampling frame is likely biased to have more observations in known rice 
production regions, and the Sentinel maps may have greater advantage 
when used to compute the area of paddy rice harvest. 

4. Discussion 

While the present rice mapping study achieved classification accu
racies of 79.6% and 75.9% for model training and testing, other Indo
nesian rice mapping studies reported classification accuracies greater 
than 87% (Nuarsa et al., 2012; Ribbes and Le Toan, 1999). However, the 
previous studies classified only rice versus non-rice areas, and they did 
not classify unique rice production stages. Furthermore, only limited 
rice data from existing land use maps (i.e., not ground observations) 
were used to compute classification accuracy in previous studies. In the 
present study, the use of BPS agricultural survey data, which involved 
monthly ground-based observations at 21,696 locations across West 
Java over a six-month period, was both novel and unprecedented, and 
classification accuracy of >75% for unique rice production stages was 
deemed outstanding. Given the great efforts by BPS to collect compre
hensive, statistically valid, and quality-controlled data sets on national 
rice production, the classification accuracies reported herein may pro
vide a truer classification performance estimate as compared to reports 
in previous studies. Ultimately, classification results depend on the 
quality of the ground reference data set, which is difficult to quantify, 
but greater effort was certainly expended to produce the reference data 
used in this study as compared to previous studies. The immense value of 
the BPS survey data for development of machine learning models to 
classify remote sensing images cannot be understated. In fact, the main 
limitation for transfer of the methodology to other rice production re
gions is the availability of ground reference data sets like those now 

Table 4 
Classification accuracy assessment for training a recurrent neural network with long short term memory (LSTM) nodes. The overall classification accuracy was 79.6% 
among 115,710 paddy rice observations from 6 months of agricultural surveying at 19,285 locations across West Java, Indonesia. Bold font denotes the diagonal of the 
confusion matrix.    

Modeled  Omission  
Class # 1,5,6&9 2 3 4 7&8 Total Error (%) 

Observed 

1,5,6&9 38,522 1,272 232 1,193 4,168 45,387 15.1 
2 1,895 9,484 1,556 21 1,124 14,080 32.6 
3 719 791 14,353 912 1,259 18,034 20.4 
4 1,628 15 616 8,461 742 11,462 26.2 
7&8 4,207 356 525 360 21,299 26,747 20.4   

Total 46,971 11,918 17,282 10,947 28,592 115,710   
Comission 18.0 20.4 16.9 22.7 25.5    
Error (%)    

Table 5 
Classification accuracy assessment for testing a recurrent neural network with long short term memory (LSTM) nodes. The overall classification accuracy was 75.9% 
among 14,466 paddy rice observations from 6 months of agricultural surveying at 2,411 locations across West Java, Indonesia. Bold font denotes the diagonal of the 
confusion matrix.    

Modeled  Omission  
Class # 1,5,6&9 2 3 4 7&8 Total Error (%) 

Observed 

1,5,6&9 4,651 190 44 199 574 5,658 17.8 
2 288 1,097 228 6 161 1,780 38.4 
3 80 135 1,671 147 191 2,224 24.9 
4 229 1 113 960 124 1,427 32.7 
7&8 561 52 100 62 2,602 3,377 22.9   

Total 5,809 1,475 2,156 1,374 3,652 14,466   
Comission 19.9 25.6 22.5 30.1 28.8    
Error (%)    
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routinely collected by BPS. Nevertheless, improvements to the surveying 
process could likely improve classification results. For example, the BPS 
rice surveying strategy could be simplified, because some of the original 
BPS classifications (Table 1) were difficult to segregate with the Sentinel 
data. Also, future investigations should identify specific cases where BPS 
survey data and Sentinel classifications disagree, which could highlight 
opportunities for correction of surveying data and improvement of 
surveying methods. In this way, remote sensing image classifications 
could potentially serve as additional quality control on the ground 
reference data sets, thereby leading to improved agreement between 
them. 

A primary goal for mapping crop production involves planning and 
preparation for future handling, redistribution, processing, and often 
export of agricultural products. Toward this end, the temporal aspect of 
the recurrent neural network model offers unique capability for antici
pating future harvest conditions, because the network learns the tem
poral progression of the rice production cycle. As shown in Figs. 6(e) and 
6(f), not only are the recently harvested rice areas mapped, but also the 
areas with rice at tillering and heading stages are also mapped. Because 
a recurrent neural network was used, these maps are linked in time, and 
there is greater certainty that the reported rice classifications follow the 

natural cycle of rice production. Thus, it is expected that areas classified 
at the rice heading stage in a given month should naturally progress to 
the harvest stage in the near future. In an operational framework, where 
new data was used to refit the neural network and develop up-to-date 
classification maps each month, information on anticipated future rice 
harvest areas will be highly valuable for harvest planning activities at all 
levels of the supply chain. Because RNN models performed relatively 
well herein (Fig. 4), the study demonstrated the value of explicitly 
modeling the temporal progression of the crop production cycle. On the 
other hand, CNN models did not increase predictive skill, meaning 
spatial filter convolution was less useful for classifying rice production 
stage as compared to temporal modeling. The spatial aspect of the 
Sentinel images was critically important for calculating total rice harvest 
area from the classification maps but was less important for developing 
the classification maps themselves. 

5. Conclusions 

The study combined Indonesia's modern agricultural survey data, 
open-access Sentinel satellite imagery through Google Earth Engine, and 
recurrent neural network modeling based on the TensorFlow machine 

Fig. 6. Maps of rice production stages across 
West Java, Indonesia during the latter half- 
months of (a) November 2018, (b) 
December 2018, (c) January 2019, (d) 
February 2019, (e) March 2019, and (f) April 
2019. Blue, green, and red color represents 
greater probability of rice at tillering, head
ing, and harvest stages, respectively. Darker 
color indicates smaller probability of rice at 
the three production stages. (For interpreta
tion of the references to color in this figure 
legend, the reader is referred to the web 
version of this article.)   
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learning package. Ability to classify the progression of unique paddy rice 
production stages, including tillering, heading, and harvest, with accu
racy >75% was a novel and encouraging finding with implications for 
better predictions of future rice harvest events and overall estimation of 
rice harvest area. Future work should expand efforts to evaluate ma
chine learning techniques with ground-based and satellite data sets over 
longer periods of time and for other crop types. Furthermore, while the 
value of Indonesia's modern agricultural surveys cannot be understated, 
the integration of these observations with satellite data through machine 
learning methods should help identify ways to make corrections and 
improve efficiencies in how the surveys are conducted. 
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